**Population vs Sample, Bias**

As we get into the meaty part of the mathematical underpinnings of the course, here are a few takeways to keep in mind as you keep learning.

**Population vs Sample**

The core idea is the following: in practice, you almost never have access to the entire **population**, either because the data is unavailable, or because there are simply too many elements for you to study. Hence, you only take a portion, a **sample**, that you can study, and from which you can **estimate** what the total population looks like.

Remember the difference between the two situations we encounter:

* when we study the whole **population** (rarely in practice), the Greek letter �*μ* is used to denote the (population) mean, and �*N* (capital n) is used in the division.
* however, when we study only a **sample**, in order to make estimates about the population, �ˉ*x*ˉ is the name used for the (sample) mean, we divide by �*n*.

**What is a bias (and an unbiased estimate)?**

The sample mean is said to be an unbiased estimate of the population mean. What this means is that it is a good estimate of the population mean and can be proven mathematically. As Betty said, going deeper into the notion of a bias is beyond the scope of this MOOC. However, that does not mean you should not go and learn about it elsewhere (for instance, on [Wikipedia](https://en.wikipedia.org/wiki/Bias_of_an_estimator))!

The main idea here is the following: when taking a sample from a population, and then trying to figure out what the whole population looks like, it is more than likely that your sample actually does not reflect the entire population well! Take an oversimplified example: you have a population of three balls, and you sample only one from the three. Your three balls have all different colours, red, black and blue. If you only know the colour of your sample ball, let's say the blue one, it will obviously be biased in favour of that colour! In fact, it is so biased that you might think that all balls in your population are blue. You can now think of more general examples: a population of 100 people, the data in question being the size of each person. You can easily see that if your random sample happens to contain only tall, or only short people, your calculation could easily lead to a *biased* estimate (too tall, or too short) of the average person in your set.

Mathematicians have studied these notions rigorously, especially in the case where 1) your sampling technique is strictly random, and 2) you can theoretically apply that sampling method an infinite amount of times. Some of the results found, the mathematics of which again go somewhat too far for this class, will be useful to us later in this course, as they allow us to compensate for the potential bias arising from sampling. In preparation, you can already have a look at the one that will pop up in our calculations when looking at **variance** and **standard deviation** for samples, which is called [Bessel's correction](https://en.wikipedia.org/wiki/Bessel%27s_correction).

### Variability

There is more variability if your data is distributed far from the mean, less if the data points are close to it!

You can indeed have the same mean but high, or low, variability! As you can see when you run the code below, the values for x and y are not the same, yet the red line representing their respective means, is the same!
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# two different arrays

x = np.array([2,3,5,6])

y = np.array([-8,-7,15,16])

# needed for the graph below

my\_range = np.arange(4)

# their respective means

mean\_x = np.mean(x)

mean\_y = np.mean(y)

fig, axs = plt.subplots(1,2, sharey=True)

axs[0].stem(my\_range, x, label='x values', bottom=mean\_x)

axs[1].stem(my\_range, y, label='y values', bottom=mean\_y)

legend\_x = axs[0].legend(loc='upper right')

legend\_y = axs[1].legend(loc='lower right')

plt.show()
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Remember this important idea: "the average of deviations is always zero as the sum of the deviations is always zero". And think about why that is. If you look at the above two charts, that may help you figure it out. Intuitively, if you are trying to measure the variability of your data around the mean, then by adding all these numbers you will necessarily find zero! (Simply because the mean is, you could say, the middle of all these deviations, where they cancel each other out).

We then use the square of the values to obtain more information: when you square a number, it always becomes positive! The cancellation of all deviations has been avoided. Now our deviations can tell us more about our data, and we can go on calculating the variance:

�2=∑(��−�ˉ)2�−1*s*2=*n*−1∑(*xi*​−*x*ˉ)2​.

When we are done with our calculation, and have computed the standard deviation, it is as if we had reached full circle, as we are now taking the square root in our equation, after having squared everything in the first place:

�=∑(��−�ˉ)2�−1*s*=*n*−1∑(*xi*​−*x*ˉ)2​​.

### Don't mix up the letters!

As before:

* when we talk about the **population**, the variance will be denoted by the Greek letter �2*σ*2, and we divide by �*N*;
* however, when we are dealing with a **sample**, then we use the letter �2*s*2 to denote the sample variance and we divide by �−1*n*−1.
* there are other versions where the sample variance is divided by �*n* but we do not use this version.

### The bias is back!

Some of you noticed that interesting �−1*n*−1 appearing in the division. As mentioned in the previous reading, this is called [Bessel's correction](https://en.wikipedia.org/wiki/Bessel's_correction). The mathematics for this is not included in this MOOC, but feel free to dig deeper into this, or post on the forum, if you feel like knowing more about it! The main idea to take away is that when you try to estimate the **variance** and/or the **standard deviation** of a population using a **random** **sample**, the result will be **biased**. This bias, which, by the way, carries no value judgement at all, but only indicates that if you repeat this technique an infinite number of time with different random samples, you will not, as you would hope, approximate the population values, but end up with something else, that can be calculated precisely. The division by �−1*n*−1 arises directly from these calculation (if you are hungry for the full details, [you can read them here](https://en.wikipedia.org/wiki/Bias_of_an_estimator#Sample_variance)). Mathematicians, then, having found out what exactly that bias is, deduced what method should be used to correct this, which is precisely to use �−1*n*−1 instead of �*n* in the division!

### Attention!

This will pop up again in this course, but it is good to mention it straight away: the need for this division by �−1*n*−1 only arises when calculating the ***variance*** and ***standard deviation***! If you only estimate the **mean** of a population using a sample, the division by �*n* is the only valid one.

The Jupyter environment is full of shortcuts and great things that make your life easier.

A quick list:

* press Enter to start typing into a cell, Escape to navigate your notebook (you can then press j or k, or the arrow keys, to go up and down;
* when navigating (not typing in a cell), you can press a to create a new cell above, b for below;
* if a cell is selected (but you are not typing in it), you can press m to turn it into a markdown cell, and y to make it a code cell;
* if you press Ctrl-Enter, you will run the cell and stay on it, whereas if you press Shift+Enter, you go one cell below (and if it is the last one, a new one will be created);
* if a cell is selected, you can press x to cut it, c to copy it, and then v to paste after the current cell, and V to paste before it;
* **Many** other shortcuts, which you can also customise, check in the menu above "Help" > "Keyboard Shortcuts".

## Markdown

Markdown is an easy way to write text in a web context without going for the full html syntax.

You can check out [this cheatsheet](https://github.com/adam-p/markdown-here/wiki/Markdown-Cheatsheet).

Basic things:

* Separate paragraphs with an empty line, or two spaces at the end of the line;
* italic with \*asterisks\* or \_underscores\_, bold with \*\*two\*\* or \_\_two\_\_, (the two can be combined);
* lists, numbered or unnumbered, like so:

unnumbered list with a line starting with -

numbered list with 1., 2., etc.

* code snippets using this the grave accent `, multiline with three of them ```;
* titles (h1-6) using # starting the line, from just one to six;
* three stars \*\*\* or dashes --- give you a horizontal line like tihs one (it needs to be at the start of the line):
* links are generated like so: [text](link.com);
* images similarly: ![image text](image.jpg);

# Markdown Cheatsheet

Adam Pritchard edited this page on Mar 27, 2022 · [97 revisions](https://github.com/adam-p/markdown-here/wiki/Markdown-Cheatsheet/_history)
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This is intended as a quick reference and showcase. For more complete info, see [John Gruber's original spec](http://daringfireball.net/projects/markdown/) and the [Github-flavored Markdown info page](http://github.github.com/github-flavored-markdown/).

Note that there is also a [Cheatsheet specific to Markdown Here](https://github.com/adam-p/markdown-here/wiki/Markdown-Here-Cheatsheet) if that's what you're looking for. You can also check out [more Markdown tools](https://github.com/adam-p/markdown-here/wiki/Other-Markdown-Tools).
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## Headers

# H1

## H2

### H3

#### H4

##### H5

###### H6

Alternatively, for H1 and H2, an underline-ish style:

Alt-H1

======

Alt-H2

------

# H1

## H2

### H3

#### H4

##### H5

###### H6

Alternatively, for H1 and H2, an underline-ish style:

# Alt-H1

## Alt-H2

## Emphasis

Emphasis, aka italics, with \*asterisks\* or \_underscores\_.

Strong emphasis, aka bold, with \*\*asterisks\*\* or \_\_underscores\_\_.

Combined emphasis with \*\*asterisks and \_underscores\_\*\*.

Strikethrough uses two tildes. ~~Scratch this.~~

Emphasis, aka italics, with asterisks or underscores.

Strong emphasis, aka bold, with **asterisks** or **underscores**.

Combined emphasis with **asterisks and underscores**.

Strikethrough uses two tildes.

## Lists

(In this example, leading and trailing spaces are shown with with dots: ⋅)

1. First ordered list item

2. Another item

⋅⋅\* Unordered sub-list.

1. Actual numbers don't matter, just that it's a number

⋅⋅1. Ordered sub-list

4. And another item.

⋅⋅⋅You can have properly indented paragraphs within list items. Notice the blank line above, and the leading spaces (at least one, but we'll use three here to also align the raw Markdown).

⋅⋅⋅To have a line break without a paragraph, you will need to use two trailing spaces.⋅⋅

⋅⋅⋅Note that this line is separate, but within the same paragraph.⋅⋅

⋅⋅⋅(This is contrary to the typical GFM line break behaviour, where trailing spaces are not required.)

\* Unordered list can use asterisks

- Or minuses

+ Or pluses

1. First ordered list item
2. Another item

* Unordered sub-list.

1. Actual numbers don't matter, just that it's a number
2. Ordered sub-list
3. And another item.

You can have properly indented paragraphs within list items. Notice the blank line above, and the leading spaces (at least one, but we'll use three here to also align the raw Markdown).

To have a line break without a paragraph, you will need to use two trailing spaces.  
Note that this line is separate, but within the same paragraph.  
(This is contrary to the typical GFM line break behaviour, where trailing spaces are not required.)

* Unordered list can use asterisks
* Or minuses
* Or pluses

## Links

There are two ways to create links.

[I'm an inline-style link](https://www.google.com)

[I'm an inline-style link with title](https://www.google.com "Google's Homepage")

[I'm a reference-style link][Arbitrary case-insensitive reference text]

[I'm a relative reference to a repository file](../blob/master/LICENSE)

[You can use numbers for reference-style link definitions][1]

Or leave it empty and use the [link text itself].

URLs and URLs in angle brackets will automatically get turned into links.

http://www.example.com or <http://www.example.com> and sometimes

example.com (but not on Github, for example).

Some text to show that the reference links can follow later.

[arbitrary case-insensitive reference text]: https://www.mozilla.org

[1]: http://slashdot.org

[link text itself]: http://www.reddit.com

[I'm an inline-style link](https://www.google.com/)

[I'm an inline-style link with title](https://www.google.com/)

[I'm a reference-style link](https://www.mozilla.org/)

[I'm a relative reference to a repository file](https://github.com/adam-p/markdown-here/blob/master/LICENSE)

[You can use numbers for reference-style link definitions](http://slashdot.org/)

Or leave it empty and use the [link text itself](http://www.reddit.com/).

URLs and URLs in angle brackets will automatically get turned into links. [http://www.example.com](http://www.example.com/) or [http://www.example.com](http://www.example.com/) and sometimes example.com (but not on Github, for example).

Some text to show that the reference links can follow later.

## Images

Here's our logo (hover to see the title text):

Inline-style:

![alt text](https://github.com/adam-p/markdown-here/raw/master/src/common/images/icon48.png "Logo Title Text 1")

Reference-style:

![alt text][logo]

[logo]: https://github.com/adam-p/markdown-here/raw/master/src/common/images/icon48.png "Logo Title Text 2"

Here's our logo (hover to see the title text):

Inline-style: ![alt text](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAADAAAAAwCAYAAABXAvmHAAAABGdBTUEAALGPC/xhBQAAACBjSFJNAAB6JgAAgIQAAPoAAACA6AAAdTAAAOpgAAA6mAAAF3CculE8AAAABmJLR0QAAAAAAAD5Q7t/AAAACXBIWXMAAG66AABuugHW3rEXAAAAB3RJTUUH4QIKFjcfARWjgAAAAuVJREFUaN7tmT1IHEEYhtdfBOMpiEjujgtWNoKdrU0EMfGiRYKFVkJiOBU0FiEmhZWVpWACJ1EQWxEEISb+XaGFxEiMqJWFVgmIcJ16eQZm4Thcd2939ifhBp7GO9f3kZ35Zr7RtHvG6/DHFDyDIs2H8S42J4hDytYDCJ6Ba1iFdq9ECFwE7bAK15BxIpDNGnS4JSKDd8CaCJ2NKgGdb/AUihUFL4Yn8DU3uFsCOuvQaVdEBu+EdaPgbgvobMjJXmIxeImcnBtmwb0S0NmCLiMRGbwLtqwG91pAZxu6E+FPpeI5b2OfSwnRDdv5BvdLQCc1Ek2+cRLcV4EBQCAz7jB8QeB/FrhVJHDrl4DYWgzCqU2BUxi8a+vglcCS/F4NDMGxRYFjGIIaWR+W/BJYzvl+NSTgyEDgCBJQnVPglgMhkPV7IRhA4FAK/CLEAIQMKnSwBPTx8uFM1Wg0+fjDo/kqk71RMAXy2JUWBAoCBYGCQEEgmAJ9sOOzwA702X44IcuhB3Y9FtiFHihX0jUzEHFDQF1wAjbcI7IHK6CigbsCe0bB+VmDXYE/MAn1d3xWAc1O+6SyH9oMFXd8Vg+T8NvpKnQmDyyVHnWnK+WB50z1MroPL1Q1dQ16pc9h3+06IM7CrYrDt8IX1XXg5z0S4uJjAZocBm+CBf0iw4BDuwK1MGtSja9gCiJ5Bo/AFFyZVOFZqHW6nA5D2kTkHMbEedgkeAjG4NwkeBqGlb2j4p2HEwv7o0PohdKc4KJD3SteBwuduBMxJ5SvEuI1EdXXYmtxE9pGoskywrTBpsU2oqjKEdfWaPGfhQk5ic16ozcIfB+Pzd1YCC4m8QSUeXKHK29iLhT1Ri/EzY3nF9GEbJS3MU4ExOVHo+bXENsLmLYpMA0PtCAMAvfDpUWBS+jXgjYI3QIHJgIH0KIFdRC8DhYNBBahTgv6EGcEUZURSEuBtKy+Rdq/NF6FZ+Kj0eSP97H5uFt/4y9GA721POPJpAAAAABJRU5ErkJggg==)

Reference-style: ![alt text](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAADAAAAAwCAYAAABXAvmHAAAABGdBTUEAALGPC/xhBQAAACBjSFJNAAB6JgAAgIQAAPoAAACA6AAAdTAAAOpgAAA6mAAAF3CculE8AAAABmJLR0QAAAAAAAD5Q7t/AAAACXBIWXMAAG66AABuugHW3rEXAAAAB3RJTUUH4QIKFjcfARWjgAAAAuVJREFUaN7tmT1IHEEYhtdfBOMpiEjujgtWNoKdrU0EMfGiRYKFVkJiOBU0FiEmhZWVpWACJ1EQWxEEISb+XaGFxEiMqJWFVgmIcJ16eQZm4Thcd2939ifhBp7GO9f3kZ35Zr7RtHvG6/DHFDyDIs2H8S42J4hDytYDCJ6Ba1iFdq9ECFwE7bAK15BxIpDNGnS4JSKDd8CaCJ2NKgGdb/AUihUFL4Yn8DU3uFsCOuvQaVdEBu+EdaPgbgvobMjJXmIxeImcnBtmwb0S0NmCLiMRGbwLtqwG91pAZxu6E+FPpeI5b2OfSwnRDdv5BvdLQCc1Ek2+cRLcV4EBQCAz7jB8QeB/FrhVJHDrl4DYWgzCqU2BUxi8a+vglcCS/F4NDMGxRYFjGIIaWR+W/BJYzvl+NSTgyEDgCBJQnVPglgMhkPV7IRhA4FAK/CLEAIQMKnSwBPTx8uFM1Wg0+fjDo/kqk71RMAXy2JUWBAoCBYGCQEEgmAJ9sOOzwA702X44IcuhB3Y9FtiFHihX0jUzEHFDQF1wAjbcI7IHK6CigbsCe0bB+VmDXYE/MAn1d3xWAc1O+6SyH9oMFXd8Vg+T8NvpKnQmDyyVHnWnK+WB50z1MroPL1Q1dQ16pc9h3+06IM7CrYrDt8IX1XXg5z0S4uJjAZocBm+CBf0iw4BDuwK1MGtSja9gCiJ5Bo/AFFyZVOFZqHW6nA5D2kTkHMbEedgkeAjG4NwkeBqGlb2j4p2HEwv7o0PohdKc4KJD3SteBwuduBMxJ5SvEuI1EdXXYmtxE9pGoskywrTBpsU2oqjKEdfWaPGfhQk5ic16ozcIfB+Pzd1YCC4m8QSUeXKHK29iLhT1Ri/EzY3nF9GEbJS3MU4ExOVHo+bXENsLmLYpMA0PtCAMAvfDpUWBS+jXgjYI3QIHJgIH0KIFdRC8DhYNBBahTgv6EGcEUZURSEuBtKy+Rdq/NF6FZ+Kj0eSP97H5uFt/4y9GA721POPJpAAAAABJRU5ErkJggg==)

## Code and Syntax Highlighting

Code blocks are part of the Markdown spec, but syntax highlighting isn't. However, many renderers -- like Github's and Markdown Here -- support syntax highlighting. Which languages are supported and how those language names should be written will vary from renderer to renderer. Markdown Here supports highlighting for dozens of languages (and not-really-languages, like diffs and HTTP headers); to see the complete list, and how to write the language names, see the [highlight.js demo page](http://softwaremaniacs.org/media/soft/highlight/test.html).

Inline `code` has `back-ticks around` it.

Inline code has back-ticks around it.

Blocks of code are either fenced by lines with three back-ticks ```, or are indented with four spaces. I recommend only using the fenced code blocks -- they're easier and only they support syntax highlighting.

```javascript

var s = "JavaScript syntax highlighting";

alert(s);

```

```python

s = "Python syntax highlighting"

print s

```

```

No language indicated, so no syntax highlighting.

But let's throw in a <b>tag</b>.

```

var s = "JavaScript syntax highlighting";

alert(s);

s = "Python syntax highlighting"

print s

No language indicated, so no syntax highlighting in Markdown Here (varies on Github).

But let's throw in a <b>tag</b>.

## Footnotes

Footnotes aren't part of the core Markdown spec, but they [supported by GFM](https://docs.github.com/en/get-started/writing-on-github/getting-started-with-writing-and-formatting-on-github/basic-writing-and-formatting-syntax#footnotes).

Here is a simple footnote[^1].

A footnote can also have multiple lines[^2].

You can also use words, to fit your writing style more closely[^note].

[^1]: My reference.

[^2]: Every new line should be prefixed with 2 spaces.

This allows you to have a footnote with multiple lines.

[^note]:

Named footnotes will still render with numbers instead of the text but allow easier identification and linking.

This footnote also has been made with a different syntax using 4 spaces for new lines.

Renders to:

![rendered footnotes](data:image/png;base64,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)

## Tables

Tables aren't part of the core Markdown spec, but they are part of GFM and Markdown Here supports them. They are an easy way of adding tables to your email -- a task that would otherwise require copy-pasting from another application.

Colons can be used to align columns.

| Tables | Are | Cool |

| ------------- |:-------------:| -----:|

| col 3 is | right-aligned | $1600 |

| col 2 is | centered | $12 |

| zebra stripes | are neat | $1 |

There must be at least 3 dashes separating each header cell.

The outer pipes (|) are optional, and you don't need to make the

raw Markdown line up prettily. You can also use inline Markdown.

Markdown | Less | Pretty

--- | --- | ---

\*Still\* | `renders` | \*\*nicely\*\*

1 | 2 | 3

Colons can be used to align columns.

| **Tables** | **Are** | **Cool** |
| --- | --- | --- |
| col 3 is | right-aligned | $1600 |
| col 2 is | centered | $12 |
| zebra stripes | are neat | $1 |

There must be at least 3 dashes separating each header cell. The outer pipes (|) are optional, and you don't need to make the raw Markdown line up prettily. You can also use inline Markdown.

| **Markdown** | **Less** | **Pretty** |
| --- | --- | --- |
| Still | renders | **nicely** |
| 1 | 2 | 3 |

## Blockquotes

> Blockquotes are very handy in email to emulate reply text.

> This line is part of the same quote.

Quote break.

> This is a very long line that will still be quoted properly when it wraps. Oh boy let's keep writing to make sure this is long enough to actually wrap for everyone. Oh, you can \*put\* \*\*Markdown\*\* into a blockquote.

Blockquotes are very handy in email to emulate reply text. This line is part of the same quote.

Quote break.

This is a very long line that will still be quoted properly when it wraps. Oh boy let's keep writing to make sure this is long enough to actually wrap for everyone. Oh, you can put **Markdown** into a blockquote.

## Inline HTML

You can also use raw HTML in your Markdown, and it'll mostly work pretty well.

<dl>

<dt>Definition list</dt>

<dd>Is something people use sometimes.</dd>

<dt>Markdown in HTML</dt>

<dd>Does \*not\* work \*\*very\*\* well. Use HTML <em>tags</em>.</dd>

</dl>

*Definition list*

Is something people use sometimes.

*Markdown in HTML*

Does \*not\* work \*\*very\*\* well. Use HTML tags.

## Horizontal Rule

Three or more...

---

Hyphens

\*\*\*

Asterisks

\_\_\_

Underscores

Three or more...

Hyphens

Asterisks

Underscores

## Line Breaks

My basic recommendation for learning how line breaks work is to experiment and discover -- hit <Enter> once (i.e., insert one newline), then hit it twice (i.e., insert two newlines), see what happens. You'll soon learn to get what you want. "Markdown Toggle" is your friend.

Here are some things to try out:

Here's a line for us to start with.

This line is separated from the one above by two newlines, so it will be a \*separate paragraph\*.

This line is also a separate paragraph, but...

This line is only separated by a single newline, so it's a separate line in the \*same paragraph\*.

Here's a line for us to start with.

This line is separated from the one above by two newlines, so it will be a separate paragraph.

This line is also begins a separate paragraph, but...  
This line is only separated by a single newline, so it's a separate line in the same paragraph.

(Technical note: Markdown Here uses GFM line breaks, so there's no need to use MD's two-space line breaks.)

## YouTube Videos

They can't be added directly but you can add an image with a link to the video like this:

<a href="http://www.youtube.com/watch?feature=player\_embedded&v=YOUTUBE\_VIDEO\_ID\_HERE

" target="\_blank"><img src="http://img.youtube.com/vi/YOUTUBE\_VIDEO\_ID\_HERE/0.jpg"

alt="IMAGE ALT TEXT HERE" width="240" height="180" border="10" /></a>

Or, in pure Markdown, but losing the image sizing and border:

[![IMAGE ALT TEXT HERE](http://img.youtube.com/vi/YOUTUBE\_VIDEO\_ID\_HERE/0.jpg)](http://www.youtube.com/watch?v=YOUTUBE\_

**Multidimensional Data Points and Features Recap**

A few quick takeaways:

A **matrix** is a rectangular array of numbers, a way of packing numbers, or arrays of numbers (vectors) together, like so:

�=(12345678)**X**=⎝⎜⎜⎜⎛​1357​2468​⎠⎟⎟⎟⎞​

A **vector** can be seen as a matrix with either one row, or one column:

�=(46242)**Y**=⎝⎜⎜⎜⎜⎜⎛​46242​⎠⎟⎟⎟⎟⎟⎞​,

�=(46242)**Z**=(4​6​2​4​2​).

In the example presented at the end of the previous video, we had the marks of our students packed in one matrix, the first column being the English score, the second the Maths score:

�=(�1,�2)=(65557052454261343731)**X**=(*X*1​,*X*2​)=⎝⎜⎜⎜⎜⎜⎛​6570456137​5552423431​⎠⎟⎟⎟⎟⎟⎞​

We can now read the matrix either horizontally or line by line, that is, student by student, or we can do so vertically, looking at the English (the vector �1*X*1​) or Maths scores (the vector �2*X*2​).

The general matrix is: �=(�11⋯�1�⋮⋮⋮��1⋯���)=(�1,�2,...,��)*X*=⎝⎜⎜⎛​*x*11​⋮*xn*1​​⋯⋮⋯​*x*1*p*​⋮*xnp*​​⎠⎟⎟⎞​=(*X*1​,*X*2​,...,*Xp*​), where we would have �*p* different scores per student, so �*p* score vectors. In an abstract case mathematicians prefer to call �*p* using the letter �*j*, so we will switch to that now. Since we have �*n* students (observations) per subject (variable), our vector corresponding to each variable is:

��=(�1�⋮���)*Xj*​=⎝⎜⎜⎛​*x*1*j*​⋮*xnj*​​⎠⎟⎟⎞​

# Multidimensional Mean Recap

### Don't mix up the letters (once more)!

Remember, when we talk about the **population** (all data points), the mean is denoted by the Greek letter �*μ*, and we divide by the total number of elements �*N*, and the standard deviation is denoted by the Greek letter �*σ*. However, when we work with a **sample**, we use �ˉ*x*ˉ as a name for the mean, we divide by �*n*, and our standard deviation will be called �*s* (and in this case, don't forget, we divide by (�−1)(*n*−1) in order to calculate the estimate).

In vector form, when we pack everything into arrays for more efficient calculation, we obtain the following:

�=(�1�2�3)*μ*​*μ*=⎝⎜⎛​*μ*1​*μ*2​*μ*3​​⎠⎟⎞​ (the **population** mean vector), and

�ˉ=(�ˉ1�ˉ2�ˉ3)*x*ˉ*x*ˉ=⎝⎜⎛​*x*ˉ1​*x*ˉ2​*x*ˉ3​​⎠⎟⎞​ (the **sample** mean vector).

### Attention!

In the previous video, at 0.56, since we estimate the population **mean** through a sample, and not the **variance** or **standard deviation**, we divide by �*n* ((�−1)(*n*−1) is necessary only for the variance or standard deviation).

As earlier in the course, the notion of **bias** refers to the fact that if you try and estimate information about the **population** by doing calculation only on a **sample**, your calculation may not lead to an approximation of the desired value. Hence this distinction that you need to remember:

* for the **mean**, as seen in the previous video, the estimate is **unbiased**, which means dividing by �*n* will give you the right result;
* but, as mentioned already, if you are trying to estimate the **variance** or **standard deviation**, you have to use [Bessel's correction](https://en.wikipedia.org/wiki/Bessel%27s_correction), that is, you have to divide by (�−1)(*n*−1) instead of only by �*n*, which you could do if you had all the elements of your population available.

# Multidimensional Variables Recap

### Variance and Standard Deviation

Here are our two formulas:

��2=∑�=1�(���−��)2�*σj*2​=*Ni*=1∑*N*​(*xij*​−*μj*​)2​, for the **population**, and

��2=∑�=1�(���−�ˉ�)2(�−1)=1(�−1)∑�=1�(���−�ˉ�)2*sj*2​=(*n*−1)*i*=1∑*n*​(*xij*​−*x*ˉ*j*​)2​=(*n*−1)1​*i*=1∑*n*​(*xij*​−*x*ˉ*j*​)2 for a **sample**.

Let me unpack this a bit:

You remember the concept of **deviation**, which tells you how distant each variable is from the mean (remember that you can have two sets of numbers with the same mean, one with numbers very spread out, the other with all of them very close to the mean), and calculated like so: (��−�)(*xi*​−*μ*) for the population, (��−�ˉ)(*xi*​−*x*ˉ) for a sample.

When we wanted to calculate the average of all our deviations, which will give us the **variance** and then the **standard deviation**, we saw that they all summed up to zero, and so we squared them to cancel that, then divided by the infamous (�−1)(*n*−1) (I'll focus on the sample case from now on), using the following equations:

�2=∑(��−�ˉ)2(�−1)*s*2*s*2=(*n*−1)∑(*xi*​−*x*ˉ)2​, the **variance**, and

�=�2=∑(��−�ˉ)2(�−1)*ss*=*s*2​=(*n*−1)∑(*xi*​−*x*ˉ)2​​, the **standard deviation**.

As you can see, these are the equations above, only without the �=1*i*=1 and the �*n* (like so: ∑�=1�*i*=1∑*n*​) specifying that we are working on �*n* observations!

### Covariance

The concept of [covariance](https://en.wikipedia.org/wiki/Covariance) expresses how much variables are linked, or vary, together. Intuitively, you can imagine yourself changing one individual data point: is that change going to affect another one? If you increase this value, will that other one also increase, remain unchanged, or decrease? That is what we are trying to assess in this calculation. The equation is the following:

���=∑�=1�(���−�ˉ�)(���−�ˉ�)(�−1)=1(�−1)∑�=1�(���−�ˉ�)(���−�ˉ�)*sjk*​=(*n*−1)*i*=1∑*n*​(*xij*​−*x*ˉ*j*​)(*xik*​−*x*ˉ*k*​)​=(*n*−1)1​*i*=1∑*n*​(*xij*​−*x*ˉ*j*​)(*xik*​−*x*ˉ*k*​)

We take the difference of each of the two variables with the mean, multiply them (which will give us an idea of how one reacts if the other is changed), and then take the unbiased average of all that. The result is, as mentioned in the video:

* if ���=0*sjk*​=0 the two variables are **uncorrelated**;
* if ���>0*sjk*​>0 the two variables are **positively correlated** (they "move in the same direction", that is, if one increases the other one as well);
* if ���<0*sjk*​<0 the two variables are **negatively correlated** (they "move in contrary motion", if one increases the other one shrinks, and vice versa).

### The Variance-Covariance Matrix

When we work with two vectors containing each �*p* observations, we can pack all the values into the following matrix, called the **variance-covariance matrix**:

Σ=(�12�12⋯�1��21�22⋯�2�⋮⋮⋱⋮��1��2⋯��2)Σ=⎝⎜⎜⎜⎜⎛​*σ*12​​*σ*12​*σ*21​⋮*σp*1​​*σ*12​*σ*22​​*σ*22​⋮*σp*2​​⋯⋯⋱⋯​*σ*1*p*​*σ*2*p*​⋮*σp*2​​*σp*2​​⎠⎟⎟⎟⎟⎞​ for the **population**, and

�=(�12�12⋯�1��21�22⋯�2�⋮⋮⋱⋮��1��2⋯��2)*s*=⎝⎜⎜⎜⎜⎛​*s*12​​*s*12​*s*21​⋮*sp*1​​*s*12​*s*22​​*s*22​⋮*sp*2​​⋯⋯⋱⋯​*s*1*p*​*s*2*p*​⋮*sp*2​​*sp*2​​⎠⎟⎟⎟⎟⎞​ for a **sample**.

As seen in the previous video, you find the **variance** in the diagonal (indicated by the indices), whereas all the other slots are filled with the covariances between the different values. Why is that? Well, if you plug in twice the same value for the two different variables in the covariance equation above, you can see that this actually turns to be the equation of the variance, even further up on the page! It's as if the variance was a measure of the variability of one element with itself (as you can see [here](https://en.wikipedia.org/wiki/Covariance#Covariance_with_itself)). Food for thought!

### Distance metrics

A **distance metric** is what we use to calculate nearness. It is an abstract generalisation of the concept of distance we use every day. The three properties required for a function on a set �*X* defined as �:�×�⟶�*d*:*X*×*X*⟶R to be called a **distance function**, are the following, for all �,�∈�*x*,*y*∈*X*:

* �(�,�)≥0*d*(*x*,*y*)≥0, or **non-negativity property**;
* �(�,�)=0*d*(*x*,*y*)=0 if and only if �=�*x*=*y*;
* �(�,�)=�(�,�)*d*(*x*,*y*)=*d*(*y*,*x*), or **symmetry.**

A distance function is a **metric** if, in addition to the above, it satisfies the following formula:

* �(�,�)+�(�,�)≥�(�,�)*d*(*x*,*y*)+*d*(*y*,*z*)≥*d*(*x*,*z*), called the **triangle inequality.**

Intuitively, you can see this as saying that the distance function is the shortest path between two points. In this case, if you take the distance between �*x* and �*z*, it will be the shortest path, namely: if to go from �*x* to �*z* you pass through another point, �*y*, and you add the two distances from �*x* to �*y* and from �*y* to �*z*, then it can either be the same distance, or greater. You can read more about it [here](https://en.wikipedia.org/wiki/Triangle_inequality). Here is a visual representation of this (from that same Wikipedia page):
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Finally, when you take your set �*X* and consider it together with the distance function �*d*, that pair (�,�)(*X*,*d*) is called a **metric space**.

### Types of Distances

The big equation we encountered was this one (I omit the ∑�=1�*i*=1∑*m*​ for clarity):

��(�,�)=(∑∣��−��∣�)1/�=∑∣��−��∣�)�*Lp*​(*x*,*y*)=(∑∣*xi*​−*yi*​∣*p*)1/*p*=*p*∑∣*xi*​−*yi*​∣*p*)​.

If instead of �*p* you plug in a number, you can get different types that are frequently used in calculations:

* �=1*p*=1 gives you �1*L*1​, the [Manhattan distance](https://en.wikipedia.org/wiki/Taxicab_geometry), (∑∣��−��∣1)1/1=∑∣��−��∣(∑∣*xi*​−*yi*​∣1)1/1=∑∣*xi*​−*yi*​∣;
* �=2*p*=2 gives you �2*L*2​, the [Euclidean distance](https://en.wikipedia.org/wiki/Euclidean_distance#Definition), (∑∣��−��∣2)1/2=∑∣��−��∣2(∑∣*xi*​−*yi*​∣2)1/2=∑∣*xi*​−*yi*​∣2​;
* �=∞*p*=∞ gives you �∞*L*∞​, the [Infinity distance](https://en.wikipedia.org/wiki/Distance#Distance_in_Euclidean_space) in this case is max⁡�≥1∣��−��∣max*i*≥1​∣*xi*​−*yi*​∣.

We are mostly interested in the **Euclidean distance**!

Finally, notice that unpacking the �2*L*2​ distance gives you the following:

�2=(∑�=1�∣��−��∣2)1/2=(�1−�1)2+(�2−�2)2+⋯+(��−��)2*L*2​=(*i*=1∑*m*​∣*xi*​−*yi*​∣2)1/2=(*x*1​−*y*1​)2+(*x*2​−*y*2​)2+⋯+(*xm*​−*ym*​)2​.

That will be how we will calculate i

**Normalisation**, also known as **standardisation**, is a way of applying the same scale of measurement to your data: imagine you have measured two features for each data point, but one varies between 0 to 1000, while the other is only from 0 to 2. If you start adding these two together and making calculations, you can see that any change in the first ones will weight far more than in the second ones. This is very obvious when we think about proportions: your first data point x could have 900 for its first feature, and 1 for the second one. If suddenly the first one were to be halved, you would have 450 there, whereas the other one would still be 1. Conversely, if the second variable is halved, it is only going to become 0.5 (whereas the first one would remain 900). The second one is so small that its changes won't really be visible when you compute using these two together. To correct that, you transform them so that they are measured on the same scale, meaning, for instance, that all values should fall between 0 and 1, shrinking or increasing your variables, but respecting all proportions (in our case, the first variable would become 0.9, and the second 0.5). In this case, halving one variable (to 0.45) or the other (to 0.25) will have a similar effect on the overall result!

The method is the following: you **subtract the mean**, and **divide by the standard deviation**. Here is the equation:

����=���−�ˉ���*XijZ*​=*sj*​*xij*​−*x*ˉ*j*​​.

This will transform your data so that it now has a **mean of 0** and **a variance of 1.** These values are called z-scores (you can read more about them [here](https://en.wikipedia.org/wiki/Standard_score)), and make sure that the impact is the same for each feature on your calculations (even if you measure very large things, and then very small things, and want to work with all of them at the same time).

If on the contrary you would rather have them distributed between 0 and 1, in the domain [0,1][0,1], the following equation should be used:

����=���−min⁡����max⁡����−min⁡����*XijU*​=*i*max​*xij*​−*i*min​*xij*​*xij*​−*i*min​*xij*​​.

Very often in Data Science, and especially using the K-means algorithm, we have different features that are very different in scale (for instance, one feature might be the age of a person, and another the average number of coffee cups drunk each day). When trying to make calculations on such datasets, it is important to think about scale (in our example, any variation in age will weigh a lot, as ages will be greater numbers than the number of daily cups), and transform our data into a unified scale by **applying normalisation** before using other algorithms (after which, for instance, both our measurements would go from 0 to 1, preserving proportions, and allowing easier calculation between the two sets of features).

### Examples

Normalisation using one method or another is widely used in Data Science and machine learning. Here is a little list of examples where min max scaling is used, taken from [here](http://rasbt.github.io/mlxtend/user_guide/preprocessing/minmax_scaling/):

* "k-nearest neighbors with an Euclidean distance measure if want all features to contribute equally
* k-means (see k-nearest neighbors)
* logistic regression, SVMs, perceptrons, neural networks etc. if you are using gradient descent/ascent-based optimization, otherwise some weights will update much faster than others
* linear discriminant analysis, principal component analysis, kernel principal component analysis since you want to find directions of maximizing the variance (under the constraints that those directions/eigenvectors/principal components are orthogonal); you want to have features on the same scale since you'd emphasize variables on "larger measurement scales" more."

### Try it in Python!
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my\_data = np.array([55, 67, 28, 235, 114])

x\_axis = np.arange(len(my\_data))

my\_mean = my\_data.mean()

my\_stdev = my\_data.std()

# normalisation: the data will now have

# a mean of 0 and a standard deviation of 1

my\_data\_normed = (my\_data - my\_mean) / my\_data.std()

# domain standardisation: the data points will all lie

# between 0 (smallest one) and 1 (largest one)

my\_data\_domain\_standardised = (my\_data - my\_data.min()) / (my\_data.max() - my\_data.min())

# Have a look at the y axis for each figure!

fig, (ax1, ax2, ax3) = plt.subplots(1,3, figsize=(10,5))

ax1.plot(x\_axis,my\_data)

ax1.set\_title('Original')

ax2.plot(x\_axis,my\_data\_normed)

ax2.set\_title('Normalised \n(mean = 0, stddev = 1)')

ax3.plot(x\_axis,my\_data\_domain\_standardised)

ax3.set\_title('Domain standardised \n(data points between 0 and 1)')

plt.show()
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# 3.12 Errata

At around 4'10 in the previous video, you can see Matthew being fully immersed into the coding and defining variables called 'min' and 'max'. This is in fact considered bad practice, and he would certainly correct it once rereading his code (don't worry if that happens to you, it is something any coder, even seasoned ones, knows well, hence the importance of writing clear and clean code and proofreading yourself!). The problem happening here is that the variable names are the same as the two Python built-in functions [min()](https://docs.python.org/3.5/library/functions.html#min) and [max()](https://docs.python.org/3.5/library/functions.html#max), that we have used in the course. Once you define variables with these names, the built-in fuctions will no longer be accessible!

Try that in your code, it is a good experiment (you can run all three examples below).

1. min() can be used as a function:

1

2

x = [1,2,3]

print(min(x))
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2. Min is redefined as a variable, it can be printed out:

1

2

3

x = [1,2,3]

min = 5

print(min) # min now is a variable holding the value 5!
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3. Min is now a variable, it cannot be used as a function any more!

1

2

3

4

x = [1,2,3]

min = 5

print(min(x)) # since min is a variable with value 5, the min() function can no longer be accessed!
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As you can see, it is better not to use the same names for your va